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Abstract— This paper deals with the problem of scheduling jobs on the identical parallel machines, where job values are given as a power 
function of the job completion times. Minimization of the total loss of job values is considered as criterion.This paper establishes the 
computationl complexity of the problem by the application of Ant Colony Optimization on the problem. Strong NP hardness of its general 
versions and NP hardness of its single machine case. Moreover, some special cases of the problem in the polynomial time. Finally the 
project construct and experimentally test branch and bound algorithm along with some elimination properties improving its efficiency. In 
order to solve the significant real life problems a lot of new scheduling problems have been formulated.The problems with resource 
allocation and the problem with deterioting jobs are two kinds of examples of such scheduling. 

Index Terms— Scheduling, Scheduling Algorithm, Parallel Processor, Ant Colony, ACO, MMAS, job values, loss function 

——————————      —————————— 

1 INTRODUCTION                                                                     
 he aim of this scheduling is to describe and solve a 
scheduling problem where job values (or losses of jobs 
values) changes during their execution and are described 

as a power function of the job completion times. In this paper 
we introduce a new non decreasing power model of loss of job 
values and formulate a problem of minimization of the total 
job values loss which can be used to solve the problem of es-
tablishing an order of object renovation.Here we introduce a 
new model of job value, defined as a difference between initial 
job value and non decreasing power function loss. [1] 
Another new kind of the scheduling problems that we had 
studied in this paper .Namely the in which processing times of 
all the jobs are some values which are fixed in advance and 
constant during optimization process but their values deterio-
rate over time.The process description of the problem can be 
illustrated by an application example,which characterizes the 
utilization process of the components from some used up 
computers.Therefore assumption that there is given a set of 
some used up computer which cannot be used any more be-
cause their forther utilization is connected with a high risk of a 
breakdown. 
there are some application which require faster processors or 
simply of their components are already broken.However some 
of their components (e.g monitors , floppy disks 
drives,network drives ,poer suppliers) can be utilized as a 
spare parts in some other computers.Thus the problem of dis-
assembling computers into their components appears nearest 

can be shown that the values of the computer component de-
creases over time as a power function of the speed of this dif-
ferent for the particular component .In disassembling process 
we are interested in the component values which are deter-
mined at the moments at they are available for utilization . 
The component is ready to be used after it is completely re-
moved from one computer and its proper functionality is con-
firmed.Thus the order in which the computer will be disas-
sembled has a significant influenced on the total profit,i.e the 
sum of the component values.Therefore ,maximization of the 
total component value is considered as an optimization 
creterion  [2] 

2  SCHEDULING 
A schedule is a tangible plan or document, such as a bus or a 
class schedule. A schedule usually tells us when things are 
supposed to happen; it shows us a plan for the timing of cer-
tain activities and answers the question, “If all goes well, 
when will a particular event take place?” 

The aim of this scheduling is to describe and solve a sched-
uling problem where jobs values (or losses of jobs values) 
changes during their execution and are described as a power 
function of the job completion times. [3] 

 
2.1 Notations 
 
Regardless of its nature, every scheduling problem S can be 
formulated as a quadruple, S = (J, M, P, L), where J is a set of  
non preemptive jobs immediately available for processing 
time 0. M is a set of identical parallel machines entities that 
will perform the available jobs. P is the processing time of the 
job, where pj >0 and L is the loss function as lj(t) characteriz-
ing the loss of its value at time t. [4] 
Processing time (pij) - The pij represents the processing time 
of job j on machine i. The subscript i is omitted if the pro-
cessing time of job j does not depend on the machine or if job j 
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is only to be processed on one given machine. 
Exponential loss rate (aj)-This is the loss rate denoted by the 
aj and aj>0 and it is associated with the job ji performing on 
machine M. 
Proportional loss rate (wj)-This is another loss rate denoted 
by the wj and wj>0 and associated with the job ji performing 
on machine M. 
Loss function(lj(t))-This is loss rate function characterizing the 
loss of its value at time t.The loss rate function is a non de-
creasing power function of time.Morever the loss rate is calcu-
lated only at the completion time Cj. 
            Three basic pieces of information that help to describe 
jobs in the single-machine case are: 

• Processing time (pj) the amount of processing re-
quired by job j 

• Exponential loss rate (aj) the exponential loss rate of 
job j 

• Proportional loss rate (wj)The proportional loss rate 
of job j  

• Completion time (Cj) The time at which the pro-
cessing of job j is finished. 

 
2.2 Scheduling Algorithm and its Complexiety 
 
A useful perspective on the relation of scheduling problems 
and their solution techniques comes from developments in a 
branch of computer science known as complexity theory. The 
notion of complexity refers to the computing effort required 
by a solution algorithm. Computing effort is described by or-
der-of-magnitude notation. For example, suppose we use a 
particular algorithm to solve a problem of size n. (Technically, 
n denotes the amount of information needed to specify the 
problem.) The number of computations required by the algo-
rithm is typically bounded from above by a function of n. If 
the order of magnitude of this function is polynomial, as n 
gets large, then we say the algorithm is polynomial. For in-
stance, if the function has order of magnitude n2, denoted 
O(n2), then the algorithm is polynomial. On the other hand, if 
the function is O(2n), then the algorithm is non polynomial (in 
this case, exponential). Other things being equal, we prefer to 
use a polynomial algorithm because as n grows large, poly-
nomial algorithms are ultimately faster. [5] 

3 RELATED WORK  
This paper deals with the problem of scheduling jobs on the 

identical parallel machines, where job values are given as a 
power function of the job completion times. Minimization of 
the total loss of job values is considered as criterion. This pa-
per establishes the computationl complexity of the problem of 
strong NP hardness of its general versions and NP hardness of 
its single machine case.  Moreover, some special cases of the 
problem in the polynomial time. Finally the paper construct 
and experimentally test branch and bound algorithm along 
with some elimination properties improving its efficiency. In 
order to solve the significant real life problems a lot of new 
scheduling problems have been formulated. The problems 

with resource allocation and the problem with deterioting jobs 
are two kinds of examples of such scheduling. 

 
3.1 Mathematical Formulation 
There are given a set of m identical parallel machines There 
are given a set of m identical parallel machines M = {M1,…., 
Mm} and a set of n independent and non preemptive jobs J = 
{J1,…..Jn} immediately available for processing attime 0.Each 
job Ji є J is characterized by its processing time pi>0 and a less 
function lj(t) characterizing the loss of its value at time t.The 
loss function is given by non decreasing power function of 
time.          
Lj(t) = wjtaj                                                                                     (1) 

TLV(II) = ∑ ∑ lπi(j)(Cπi(j))n i
j=1 = m

i=1 ∑ ∑ wπi(j)
ni
j=1

m
i=1 Cπi(j)

CƟπi(J) →min  

The decrease of the computer components values can be 
modeled by the following time function v(t) =ωt-α . where the 
values of α and ω were established experimentally for differ-
ent  kinds of the processors,RAM modules, hard disks 
,monitors etc.Therefore he values of the computer components 
decrease fast at the beginning when the components are quite 
new, and the values decrease slowly when the component are 
quite old. Thus such situation can be also modeled by the 
scheduling problem considered in the present paper as fol-
lows.The job is to recover a given component from some used 
up computer .The value vj(t) of job Jj decreases over time and 
can be decreased by the following expression. 

                        Vj(t) = vj
0 – lj(t) = vj

0 – wj tai                            (2) 
Where, vj0 >0is its initial value (since Ij(0) and aj€ (0,1) (the 

function vj(t) is convex for the concave function Ij(t) given by 
Expression. The specific values of vj0,wj, and aj for particular 
components can be established experimentally,taking into 
account the appropriate values of ω and α. In such a case , we 
can also assume that the job values vj(t) is positive at any mo-
ment t of the optimization process. Thus, the following condi-
tion should be satisfied vj(t)= vj0- wjtαj>0 for t belongs 
[0,∑nj=1pj]. The problem is to find such a solution π that the 
sum of job values calculated at their completion times is max-
imal,i.e.,  
(∑ ∑ vπi(j)

ni
j=1

m
i=1 (Cπi(j))                                                                  (3) 

                              =∑ ∑ vπi(j)
0ni

j=1
m
i=1  - ∑ ∑ lπi(j)

ni
j=1

m
i=1 (Cπi(j)))  →max, 

Since, ∑ ∑ vπi(j)
0ni

j=1
m
i=1 =∑ vj0n

j=1   is constant, thus, maximization of 
the sum of job values is equivalent to the minimization of the 
total loss of jobs values. 

4 ALGORITHM FOR PARALLEL PROCESSOR 
In this problem we have given a set of m identical parallel ma-
chines and a set of n independent and non-preemptive jobs 
immediately available for processing at time 0.Each job JJ is 
belongs to J charcterised by its processing time and a loss 
function. 

Firstly we assign the jobs to the machines according to their 
processing time.The job j having the minimum processing 
time is assigned to the first machine and as goes on.The num-
ber of jobs and number of machines are randomly generated 
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by the user.And we generate the sequence number with pro-
cessing time. 

 
And secondly we generate another sequence number by as-

signing the jobs to the machines on the basis of their loss func-
tion.the loss function is denoted by lj(t) characterizing the loss 
of its value at time 0.The loss function is denoted by non de-
creasing power function.[6] 

 
For this section we describe the most efficient algorithms 

and the result of the performed experimentally analysis.All 
the algorithms A1LST-A3LST are based on the list strategy but 
they use three different priority dispatching rules ton obtain 
an order of jobs in an input list. [7] 

 
4.1 Algorithm AiLST 
 

Step 1 Construct the list of jobs L, according to the algo-
rithm Al, i € {1, 2, 3}. 

Algorithm A1 and A2 construct solutions by sequencing all 
the jobs in the non increasing order of aj and (aj.wj/pj respec-
tively). 

 
Algorithm A3 
Step1. Set π = 0, U= {1….n} and C=∑j=pj. 
Step2. Find a job j€ U with the minimal value of wjCj and move       
it from U at the    beginning of π.Set C = C – pj. 
Step3. If U ≠0 then go to step 2 the job order is given by π. 
The computational complexity of algorithm A1 and A2 is 

equl to O(nlogn), while the complexity of algorithm A3 is 
equal to O(n2) .Finally in order to improve the job sequence on 
the machines the following procedure is launched when the 
jobs are scheduled. [8] [9] 
 
4.1.1 Algorithm DoubleSwap 
Step1: For j=1,….,n-1 swap jobs in positions j and j+1 if  
𝐥𝛑𝐢(𝐣)  (𝐂𝛑𝐢(𝐣))+𝐥𝛑𝐢(𝐣+𝟏)  (𝐂𝛑𝐢(𝐣+𝟏))                                                 (4) 
                           >𝐥𝛑𝐢(𝐣+𝟏)  ( 𝐂𝛑𝐢(𝐣−𝟏) + 𝐏𝛑𝐢(𝐣+𝟏) )+ 𝐥𝛑𝐢(𝐣)  ( 𝐂𝛑𝐢(𝐣+𝟏) ) 
 
 
Step2: For j=n,…..,2 swap jobs in positions j and j-1 if 
𝐥𝛑𝐢(𝐣)  ( 𝐂𝛑𝐢(𝐣) )+ 𝐥𝛑𝐢(𝐣−𝟏)  ( 𝐂𝛑𝐢(𝐣−𝟏) )                                            (5) 
                               >𝐥𝛑𝐢(𝐣−𝟏)  ( 𝐂𝛑𝐢(𝐣) ) + 𝐥𝛑𝐢(𝐣)  ( 𝐂𝛑𝐢(𝐣−𝟐) + 𝐏𝛑𝐢(𝐣) ) 
 

5 ANT ALGORITHM  
 
5.1 Algorithm used in ACO 
There is a pool of jobs having constant processing time (prtj) 
and initial job value (Cj) but varying deterioration (dj) depend-
ing on completion time. The algorithm for parallel processor 
scheduling using Ant Colony Optimization may be represent-
ed as follows: 
 
1. Initialize the pheromone phj,i with initial pheromone val-

ue(tau0/τ0). Pheromone phj,i is accumulated between jobs and 
deterioration interval. [10] 
 

2. All ants start making its tour.  

a) Ants select a job first. Selection of job depends on two pa-
rameter- (1) processing time and (2) next deterioration, which 
is drive by a probability distribution function. Job j is selected 
for deterioration interval i according to formula  [11] 
 
j= max (phj, i * di1/2/prtj)                                          if q<q0     
j=p(j)=( phj,i * di1/2/prtj ) / ∑( phj,i * di1/2/prtj)      otherwise 
      
Where, di=deterioration for interval i                                    (6)                                       
            prtj = processing time for job j       
                                                  
b) Ants select a processor (p) for selected job (j) according to 
formula 
                     p= max[ (tpc-tpi-1)/(tpi-tpi-1) / ip]                                                                                                                                                                     
Where, tpc =completion time on processor p                                               
               tpi= end point of interval i for processor p                                                                             
               ip= interval for processor p 
 
c) Update the pheromone (local updation)   
                    phj,pi=(1-ρ)* phj,pi +ρ *τ0  
                                                                       
d) Steps i to iii is repeated for all jobs. 
 
3. Select the best tour among tours of all ants. 
a) Best tour with maximum job value is selected. 
b) Update the pheromone (global updation)                                            
              phj,i=(1-α)* phj,i +α *(i/D)                                                                           
where, D= total deterioration in best tour 
Repeat steps 1 to 3 for each iteration 
 
5.2 Steps for Solve the problem by ACO 
The basic steps, which are to be followed for solving the prob-
lem by ACO, are as follows [12] 
 

• Represent the problem in the form of sets of compo-
nents and transitions, or by a set of weighted graphs, 
on which ants can build solutions 

• Define the meaning of the pheromone trails 
• Define the heuristic preference for the ant while con-

structing a solution 
• If possible implement a efficient local search algo-

rithm for the problem to be solved. 
• Choose a specific ACO algorithm and apply to prob-

lem being solved 
• Tune the parameter of the ACO algorithm 

 
5.3 Ant System  
Ant System is the first ACO algorithm proposed in the litera-
ture. Its main characteristic is that, at each iteration, the pher-
omone values are updated by all the m ants that have built a 
solution in the iteration itself. The pheromone τij, associated 
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with the edge joining cities i and j, is updated as follows:[13]
  
τij ←(1-ρ). τij +∑ ∆ijkm

k−1  
where ρ is the evaporation rate, m is the number of ants, and 
∆τkij is the quantity of pheromone laid on edge (i, j) by ant k:  
 

∆τijk  = � Q Lk   if any k used edge(i, j)in its tour,⁄
0                                                                            

 

where Q is a constant, and Lk is the length of the tour con-
structed by ant k. In the construction of a solution, ants select 
the following city to be visited through a stochastic mecha-
nism. When ant k 
is in city i and has so far constructed the partial solution sp, the  
probability of going to city j is given by 

 

 pij   k     = �
∑

τij
α .πij

β

i,l ∈N(iP)τij
α .πij

β

0               otherwise,
     if cij ∈ N(SP)         (7) 

 
 
where N(sp) is the set of feasible components; that is, edges (i,l) 
where l is a city not yet visited by the ant k. The parameters α 
and β control the relative importance of the pheromone versus 
the heuristic information ηij, which is given by:  
ηij =1/dij, where dij is the distance between cities i and j. [14] 
 
5.3.1 MIN-MAX Ant System (MMAS) 
This algorithm is an improvement over the original Ant Sys-
tem. Its characterizing elements are that only the best ant up-
dates the pheromone trails and that the value of the phero-
mone is bound. The pheromone update is implemented as 
follows: [15] 
 
 τij  ← �(i− ρ). τij + ∆τijbest�τmin

τmax                               (8) 

where τmax and τmin are respectively the upper and lower 
bounds imposed on the pheromone; the operator [x]ba  is de-
fined as: 

              [x]ba   =�
a   if x > 𝑎,
b  if x < 𝑏,

x otherwise;
 

       And ∆ τijbest   is: 

              ∆ τijbest  = �
1

Lbest�
0 otherwise ,

if (i, j)belongs to best tour,   (9) 

where Lbest is the length of the tour of the best ant. This may be 
(subject to the algorithm designer decision) either the best tour 
found in the current iteration—iteration-best, Lib—or the best 
solution found since the start of the algorithm—best-so-far, Lbs—or 
a combination of both. Concerning the lower and upper bounds on 
the pheromone values, τmin and τmax, they are typically obtained 
empirically and tuned on the specific problem considered. 
Nonetheless, some guidelines have been provided for defining 
τmin and τmax on the basis of analytical considerations. [16] 
 

5.4 Ant Colony System 
The most interesting contribution of ACS is the introduction of 
a local pheromone update in addition to the pheromone up-
date performed at the end of the construction process (called 
offline pheromone update). The local pheromone update is 
performed by all the ants after each construction step. Each 
ant applies it only to the last edge traversed: [17] 

          τij = (1 − ϕ) ·τij + ϕ·τ0,                                    (10) 
 where ϕ € (0, 1] is the pheromone decay coefficient, and  τ0 is 

the initial value of the pheromone. 
The main goal of the local update is to diversify the search 
performed by subsequent ants during iteration: by decreasing 
the pheromone concentration on the traversed edges, ants en-
courage subsequent ants to choose other edges and, hence, to 
produce different solutions. This makes it less likely that sev-
eral ants produce identical solutions during one iteration. The 
offline pheromone update, similarly to MMAS, is applied at 
the end of each iteration by only one ant, which can be either 
the iteration-best or the best-so-far. However, the update for-
mula is slightly different: 
 

τij←�
(1− ρ). τij  + ρ.∆τij    if (i, j)belongs to best tour,
 τij                                     otherwise                                        (11) 

 
As in MMAS, ∆τij = 1/Lbest, where Lbest can be either Libor Lbs. 
Another important difference between ACS and AS is in the 
decision rule used by the ants during the construction process. 
[18][19] 
 
In ACS, the so-called pseudorandom proportional rule is used: 
the probability for an ant to move from city i to city j depends 
on a random variable q uniformly distributed over [0,1], and a 
parameter q0; if q ≤ q0, then 
      

                pij   k     = �
∑

τij
α .πij

β

i,l ∈N(iP)τij
α.πij

β

0               otherwise,
     if cij ∈ N(SP)         (12) 

6 RESULTS 
This paper solves the problem of parallel processor schedul-
ing. It is analyzed that the final results of parallel processor 
scheduling using ant colony optimization technique are better 
than the results of heuristics that have been already developed 
earlier. 
 
 
6.1 Results of Heuristics 
 
 
Table 6.1  Result Of  Scheduling For 100 jobs 
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VALUE 
1 

VALUE 
2 

VALUE 
3 

VALUE 
4 

VALUE 
5 

A1 

 
7.8965 

 
8.9764 

 
7.1234 

 
9.8765 

 
6.7453 

 

A2 
8.8989 

 
7.8976 

 
8.9907 

 
5.4532 

 
6 
 

A3 
3.2412 

 
2.1342 

 
4.3321 

 
2.1311 

 
4.6754 

 

DA1 
9.8765 

 
7.8564 

 
7.3521 

 
8.3409 

 
6.4409 

 

DA2 
7.8976 

 
6.5643 

 
5.3421 

 
7.3452 

 
8.9856 

 

DA3 
3.2143 

 
2.1045 

 
3.1232 

 
1.5643 

 
4.6867 

 

ACS1 
2.1321 

 
2.1001 

 
1.9987 

 
1.3342 

 
3.0934 

 
 
 
Table 6.2  Result Of  Scheduling For 200 jobs 

 

 

VALUE 
1 

VALUE 
2 

VALUE 
3 

VALUE 
4 

VALUE 
5 

A1 
7.8675 

 
8.4532 

 
7.8889 

 
5.3421 

 
9.5632 

 

A2 
8.8956 

 
6.7843 

 
8.9786 

 
6.2311 

 
6.3444 

 

A3 
4.1234 

 
3.1232 

 
3 
 

1.9906 
 

3.0568 
 

DA1 
9.4532 

 
6.5543 

 
8.4251 

 
9.1765 

 
6.3245 

 

DA2 
8.9234 

 
8.1232 

 
7.5643 

 
4.1242 

 
8.6421 

 

DA3 
3.1232 

 
3.1096 

 
2.7865 

 
1.9874 

 
2.3421 

 

ACS1 
2.1342 

 
1.2321 

 
2.3339 

 
1.0078 

 
2.2222 

 
 
Table 6.3  Result Of  Scheduling For 300 jobs 
 

 

VALUE 
1 

VALUE 
2 

VALUE 
3 

VALUE 
4 

VALUE 
5 

A1 
4.5632 

 
6.6543 

 
9.4532 

 
6.6665 

 
7.3421 

 

A2 
6.7654 

 
6.7888 

 
7.5643 

 
7.5643 

 
7.3421 

 

A3 
5.6754 

 
3.2213 

 
5.6543 

 
4.5632 

 
4.5621 

 

DA1 
8.8945 

 
8.6554 

 
8.7865 

 
9.7854 

 
8.4654 

 

DA2 
9.1123 

 
6.3452 

 
5.6754 

 
7.7644 

 
5.6754 

 

DA3 
4.4453 

 
3.2218 

 
4.3211 

 
2.1068 

 
3.5632 

 

ACS1 
4.4005 

 
2.4321 

 
3.3305 

 
2.1005 

 
2.5612 

 
 

* RED COLOR: MAXIMUM LOSS VALUE 
  SKY BLUE COLOR: MINIMUM LOSS VALUE 
 

7 GRAPHS 
In these graphs 
Y Axis represents the loss values of jobs 
X Axis represents the algorithm used 
Value 1 shows the result of first execution of the entire algo-
rithm 
Value 2 shows the result of second execution of the entire al-
gorithm 
Value 3 shows the result of third execution of the entire algo-
rithm 
Value 4 shows the result of fourth execution of the entire algo-
rithm 
Value 5 shows the result of fifth execution of the entire algo-
rithm 
Here the number of processor are taken as 5.And value1 
,value2,value3,value4 and value5 are the different values they 
comes out at each execution.And with the help of graph its 
clear that the ant colony optimization gives the minimum loss 
values of the jobs. 
 
7.1 Resultant graph of multi processor scheduling for 

100 jobs  
 

             
 

 

0

2

4

6

8

10

12

A1 A2 A3 DA1 DA2 DA3 ACS1

VALUE 1

VALUE2

VALUE3
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7.2 Resultant graph of multi processor scheduling for 
200 jobs  

 
7.3 Resultant graph of multi processor scheduling for 

300 jobs  
                                            

 

7 CONCLUSION 
In this paper the parallel machines scheduling problem with 
time dependent losses of job values has been investigated.it 
has been shown that the general version of the problem is 
strongly NP- hard and its single machine case is NP-hard 
.Therefore ,in order to solve the problem  the use of branch 
and bound algorithm ,supported by some elimination proper-
ties which improve its efficiency.It delivers optimal solution of 
the instances of 25 jobs in a few minutes on the average, using 
some heurisitics algorithm with low computational complexi-
ties – O(nlogn) and O(n2).The experimentally analysis has re-
vealed , that their efficiencies strongly depend on the instance 
size and the values of the problem parameters.However ,the 
analysis has delivered also a manner of choosing an appropri-

ate algorithm in order to obtain near solutions. 
At last comparison is made with ant colony algorithms and 

we conclude that ant colony gives more optimized result as 
compare to heuristics. 
 

REFERENCES 
[1] Principles of sequencing and scheduling by Baker & Trietch, John 

Wiley & Sons 2009 ed. 
[2] Scheduling Theory, Algorithms and Systems 3/e Michael L Pine do 

Springer Press. 
[3] Bachman, A., Janiak,A.,2000. Minimizing maximum lateness under 

linear deterioration . European Journal of Operational Research 
126,557-566. 

[4] The Many Facts of Natural Computing by Lila Kari & Rozenberg, 
Communications of the ACM,October 2008 ,Volume 51 ,Number 10 

[5] Adam Janiak , Tomasz Krysiak , Costas P. Pappis ,Theodore G. Vout-
sinas “A scheduling problem with job value given as a power func-
tion of their completion time”                             

[6] Ant Colony optimization  Marco Dorigo, Mauro Birattari, and Thom-
as St¨utzle Universi´e Libre de Bruxelles  

[7] Neumann, J. The Computer and the Brain. Yale University Press, 
1958. 

[8] Brunc, J.L., Coffman, E.G., Sethi,R.,1974. Scheduling independent 
tasks to reduce mean finishing time. “C.E., Kovalyov. M.Y., 1995. 
Single machine batch scheduling with deadlines and resources de-
pendent processing times. Operations Research letters 17, 243-249. 

[9] Koza, J. Genetic Programming: On the Programming of Computers 
by Means of Natural    Selection. MIT Press, 1992. 

[10] Cheng T.C.E., Liu. Parallel machine scheduling to minimize the sum 
of quadratic completion times. 

[11] Della Croce, F.,Szware. The Many Facets of Natural Computing by 
Lila Kari & Rozenberg, Communications of the ACM,October 2008 
,Volume 51 ,Number 10  

[12] Ant Colony System: A Cooperative Learning Approach to the Travel-
ing Salesman Problem by Marco Dorigo, Senior Member, IEEE, and 
Luca Maria Gambardella, Member, IEEE.   

[13] Single processor scheduling using ant colony optimization, Reena 
Thakur & Patel, IEEE 2012 

[14] Adam Janiak , Tomasz Krysiak , Costas P. Pappis ,Theodore G. Vout-
sinas “A scheduling problem with job value given as a power func-
tion of their completion time”       

[15] Kuan Yeu Wong, Phen Chiak “A new minimum pheromone threshold strat-
egy (MPTS) for max–min ant system” Applied Soft Computing, Elsevier 
June 2009                       

[16] J.-L. Deneubourg, S. Aron, S. Goss, and J.-M. Pasteels, “The self-
organizing exploratory pattern of the Argentine ant,” Journal of In-
sect Behavior, vol. 3, p. 159, 1990. 

[17] S. Goss, S. Aron, J.-L. Deneubourg, and J.-M. Pasteels, “Self-
organized shortcuts in the Argentine ant,” Naturwissenschaften, vol. 
76, pp. 579–581, 1989. 

[18] M. Dorigo, V. Maniezzo, and A. Colorni, “Positive feedback as a 
search strategy,” Dipartimento di Elettronica, Politecnico di Milano, 
Italy, Tech. Rep. 91-016, 1991. 

[19] Adam Janiak , Tomasz Krysiak , Costas P. Pappis ,Theodore G. Vout-
sinas “A scheduling problem with job value given as a power func-
tion of their completion time”  2009 ed                           

 

0

2

4

6

8

10

12

VALUE 1

VALUE 2

VALUE 3

VALUE 4

VALUE  5

0

2

4

6

8

10

12

A1 A2 A3 DA1 DA2 DA3 ACS1

VALUE 1

VALUE 2

VALUE 3

VALUE 4

VALUE 5

IJSER

http://www.ijser.org/

	1 Introduction
	2  Scheduling
	3 Related Work
	4 Algorithm For Parallel Processor
	4.1 Algorithm AiLST
	4.1.1 Algorithm DoubleSwap

	5 Ant Algorithm
	5.1 Algorithm used in ACO
	5.2 Steps for Solve the problem by ACO
	5.3 Ant System
	5.3.1 MIN-MAX Ant System (MMAS)
	5.4 Ant Colony System

	6 Results
	6.1 Results of Heuristics

	7 Graphs
	7.1 Resultant graph of multi processor scheduling for 100 jobs
	7.2 Resultant graph of multi processor scheduling for 200 jobs
	7.3 Resultant graph of multi processor scheduling for 300 jobs

	7 Conclusion
	References



